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Abstract— The accuracy of a trained pedestrian detector is
always decreased in a new scenario, if the distributions of the
samples in the testing and training scenarios are different. Tra-
ditional methods solve this problem based on domain adaption
techniques. Unfortunately, most of existing methods need to
keep source samples or label target samples in the detection
phase. Therefore, they are hard to be applied in the real
applications with dynamical environment. For this problem,
we propose a feature modulation model, which consists of a
Simple Dynamical Neural Network (SDNN) and a Modulating
Neural Network (MNN). In SDNN, a dynamical layer is adopt
to adaptively weight the feature maps, whose parameters
are predicted by MNN. For each candidate proposal, the
SDNN generates a proprietary deep feature respectively. Our
contributions include 1) the first feature-based unsupervised
domain adaptation method which is very suitable for real
applications and 2) a new scheme of dynamically weighting
feature maps, in which the corresponding training method is
also given. Experimental results confirm that our method can
achieve the competitive results on two pedestrian datasets.

I. INTRODUCTION

Recently, more and more attentions are payed on the do-
main adaptation of object detection. Namely, the distributions
of the training (source) and test (target) samples are different,
and the detection tasks are same. Meanwhile, as an important
branch of object detection, pedestrian detection has been a
hot research [1] [2] [3] for a long time owing to its great
potential in various engineering fields, such as autopilot,
intelligent surveillance and environmental perception. How-
ever, at present, the works about pedestrian detection based
on domain adaptation are few. The existing methods can be
divided into two kinds.

The first kind is the semi-supervised method. In this kind
of methods, some labeled target samples are needed. Its
basic idea is extracting domain-crossed features by exploiting
some labeled target samples. For example, Sermanet et al.
[4] pre-trained convolutional kernels on the source dataset,
and then these trained kernels were fine-tuned based on some
labeled target samples. Li et al. [5] proposed to reserve the
domain-shared convolutional kernels and update the non-
shared kernels of a Convolutional Neural Network (CNN) de-
tector. With the help of cross-domain featuresthe mentioned
methods above achieve good performance. However, these
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Fig. 1. The architecture of FMNN.

methods require that some target samples must be labeled to
fine-tune the detector.

The second kind is the unsupervised method, which means
that the labels of target samples are unavailable. Its basic
idea is mining context information of the target domain
to re-train the detector. The methods are typical detector-
based methods. Nair et al. [6] proposed an online method
which learned a classifier with automatically labeled samples
by background subtraction. Following this work, Wang’s
team had made a serial of works [7]–[10] on transferring
detector to specific scenes. In [8] a framework of pedestrian
detection was proposed for traffic scene which automatically
mined confident positive and negative examples in the target
domain to adapt a pre-trained generic pedestrian detector.
The works in [7], [9] exploited the target-context information
to mine more reliable target-scene samples. And a deep
model detector was developed in [10] which mined multi-
scale scene-specific features and visual patterns in the target
domain through a reconstruction layer and a cluster layer
respectively. Since the context information was absorbed, the
re-trained detectors presented good performance. Although
some improvements have been made, these methods need to
reserve source samples in the detection phase which are very
unsuitable for practical applications. Moreover, this kind of
methods are not suitable for the scenarios with dynamical
background.

It is not hard found out that the methods above have a
problem that source samples are kept or some labeled target



samples are required in the detection phase. In fact, in real
scenarios, this requirement can not be well-satisfied. For
example, the robots working in dynamical environment. In
these cases, the robots are ignorant for the future working
circumstance. This situation make it impossible that the
robots keep the source sample and obtain labeled sample
from the scenes changed all the time.

For solving the problem, Tang et al. [11] proposed a
new classifier based solution. Concretely, combining the
deep convolutional network and the idea of neural modu-
lation, a dynamical classifier is designed which is adaptively
adjusted by a neural network. Since that each candidate
proposal is classified by a sample based classifier, the method
presents good detection performance of transfer. However,
this method has poor adaptability for different task of com-
puter vision. It is only available for classification task.

It is well known that the accuracy of classification depends
on two aspects: feature and classifier. To be different from
the work of [11], this paper intends to solve the problem
above from another view, i.e. the feature representation.

At present, the deep learning based transfer method has
attracted many attentions. However, for the detection ap-
plications with one-class, since that the deep models are
always trained on a big dataset with multi-class, the feature
maps from the well-trained deep models can not be directly
used. In order to obtain better performance, the feature
maps should be selected properly. Inspired by this idea, we
propose a new domain adaptation method, named Features
Modulation Neural Network (FMNN). In order to illustrate
the idea of features modulation, in this paper, we first attempt
the simplest scheme, i.e, dynamically weighting the feature
maps. The experiments show that this simple approach is
feasible.

Our contributions can be summarized as follows.
1) The first feature-based unsupervised framework is

proposed for the domain adaption of pedestrian detection.
In the detection phase, the feature extraction method are
dynamical changed. In this way, for each candidate pro-
posal, the proposed method will adaptively generate unique
feature, which is well-compatible for the current status of
the dynamical environment. Moreover, this framework can
be easily extended to other tasks of computer vision. The
two properties make our method is completely different from
previous works.

2) A new scheme of weighting feature maps is proposed
to implement the dynamical feature extraction. In the corre-
sponding training method, we not only design a new object
function with a sparse constraint, but also propose some
training skills, for example the learning-rate controlling.

II. OVERVIEW OF THE FEATURE MODULATION NEURAL
NETWORK

The architecture of FMNN is presented in Fig. 1. The top
row is the Simple Dynamical Neural Network (SDNN) which
includes three parts. The first part is a CNN that is taken as
the feature extractor. For an image with size u1 × u2, the
CNN will convert it to m feature maps with size v1 × v2.

Followed the extractor, there is the layer of modulation, in
which the kth input feature map is weighted by the parameter
pk ∈ R, for k = 1, · · · ,m. In the end, one fully connected
layers are attached as the classifier.

The bottom row is the Modulating Neural Network (MNN)
including two components. The one is the part of pretreat-
ment which is used to filter the noise in the image. The
another one is a neural network with three fully connected
layers. Its construction is m1 −m2 −m, the active function
of the hidden layer and output layer are PReLU and sigmoid
respectively. The output of MNN is taken as the predicted
values of the parameters in the layer of modulation. In this
way, this layer is controlled by MNN.

III. TRAINING METHOD OF FMNN
Suppose that there are source and target domain. The

source domain consists of N labeled samples that include
Np positive samples and Nq negative samples. These samples
and the corresponding labels are denoted by xi ∈ Rm×n for
i = 1, · · · , N and yi ∈ R for i = 1, · · · , N respectively. For
the ith source sample xi, its label is yi. The target domain
only includes a serial of images containing pedestrians.

We train FMNN end-to-end by minimizing the following
object function:

L =
1

2N

N∑
i=1

∥∥zi(θ)− yi∥∥2 + α‖p‖1 = L1 + αL2 (1)

where zi(θ) is the predicted label of xi, θ represents the
parameters of MCNN, α is a regularization constant, p =
(p1, · · · , pm) is the predicted weighting parameters and ‖·‖1
means L1-norm.

In Eq. 1, the first item L1 represents the constraint
of accurate classification. Since that a lot of works have
proved that the sparse is a common characteristic for neural
connections. The sparse constraint to the predicted weights
vector is additionally introduced by the second item L2. It is
known that the L1-norm is not differentiable at 0, and hence
poses a problem for gradient-based methods. To solve this
problem, we use the following differentiable equivalent [12].

‖p‖1 =

m∑
k=1

√
(pk)

2
+ ε

where ε is a small positive constant.
To solve the minimal optimization problem in Eq. 1,

we employ the cross iteration algorithm to jointly train
the parameters of both the SDNN and MNN. The concise
presentation of the training method is given in Algorithm
1. In the steps, the 7th step can be easily implemented by
feeding forward MNN. And the other steps and the training
skills will be introduced in the remainder of this section
respectively.

A. Training SDNN

According to Algorithm 1, when the dynamical layer in
SDNN is initiated, it is an ordinary CNN with one pooling
layer and one fully connected layer . Therefore, we can train
it using the standard error Back Propagation (BP) algorithm.



Algorithm 1 The training method of FMNN.
Require:

Source samples: X =
{
xi
∣∣ i = 1, · · · , N

}
;

Labels of X: Y =
{
yi
∣∣ i = 1, · · · , N

}
;

Learning-rate of SDNN: rSDNN ;
Basic-learning-rate of MNN: rMB = 1

arSDNN ;
A constant: β;

Ensure:
The parameters of FMNN: θ;

1: while L does not attach to the convergence do
2: if L > β then
3: Learning-rate of MNN rM=2rMB

4: else
5: Learning-rate of MNN rM=rMB

6: end if
7: Predicting weights by the modulating network: p;
8: Taking p as the parameters of the dynamical layer;
9: Fixing MNN and training SDNN;

10: Fixing SDNN and training MNN.
11: end while
12: return θ;

B. Training MNN

MNN is a special BP network. In this network, the error
signals in the output layer are back propagated from SDNN.
In the following, the details of updating the parameters are
presented.

We first introduce the training method of connection
parameters from the hidden layer to the output layer. Suppose
that the output of the ith hidden-neuron is h2i for i =
1, · · · ,m2. The input and output of the kth output-neuron are
g3k and h3k for k = 1, · · · ,m respectively. They satisfy h3k =
ϕ
(
g3k
)

where ϕ (·) is the active function. The connection
between the ith hidden-neuron and the kth output-neuron is
w3

ik for i = 1, · · · ,m2 and k = 1, · · · ,m. According to the
gradient descent method, w3

ik are updated by the following
rule,

w3
ik (n+ 1) = w3

ik (n) + rM
∂L

∂w3
ik

(2)

where n is the index of iteration, rM is the learning-rate. By
the chain rule, ∂L

/
∂w3

ik is obtained.

∂L

∂w3
ik

=
∂L

∂pk

∂pk
∂w3

ik

=

(
∂L1

∂pk
+ α

∂L2

∂pk

)
∂pk
∂w3

ik

=

(
∂L1

∂pk
+ α

∂L2

∂pk

)
∂pk
∂h3k

∂h3k
∂g3k

∂g3k
∂w3

ik

(3)

For the formula above, the key is the computation of
∂L1/∂pk which describes how the errors back propagate
from DDCNN to the modulating network. Its details are
presented as follows.

Suppose that the kth input and output feature map of
the dynamical layer are Ak ∈ Rv1×v2 and Bk ∈ Rv1×v2

respectively. σk are the local gradients in the kth output
feature map. In order to compute derivatives using the BP
algorithm, here, the process of weighting the feature maps
is regarded as a special pooling which can be presented by

Ak = Ck �Bk

where � means element-time, Ck is the pooling matrix
whose elements Ck

ij = pk for i = 1, · · · , v1 and j =
1, · · · , v2. By the BP algorithm, the partial derivatives of
L1 with respect to Ck is obtained.

Dk ≡ ∂L1

∂Ck
= Ak � σk

We deem the L1 as the function of Ck
ij for i = 1, · · · , v1

and j = 1, · · · , v2. Correspondingly, ∂L1/∂pk can be
presented as

∂L1

∂pk
=

v1∑
i=1

v2∑
j=1

∂L1

∂Ck
ij

∂Ck
ij

∂pk

=

v1∑
i=1

v2∑
j=1

Dk
ij

(4)

Combining Eq.4 and the following relationship

∂L2

∂pk
= pk

(
ε+ (pk)

2
)− 1

2

∂pk
∂h3k

= 1,
∂h3k
∂g3k

= ϕ
′ (
g3k
)
,
∂g3k
∂w3

ik

= h2i ,

according to the manner of the BP algorithm, Eq. 2 can be
re-written as follows.

w3
ik (n+ 1) = w3

ik (n)− rδ3kh2i
where δ3k is the local gradients in the output layer and
expressed by

δ3k =

 v1∑
i=1

v2∑
j=1

Dk
ij + αpk

(
ε+ (pk)

2
)−1/2

ϕ
′ (
g3k
)

(5)

As for the connection parameters from the input layer to
the hidden layer, they are updated by the rule similar to Eq.
2. Since the local gradients in the output layer are given (Eq.
5), the partial derivatives of L with respect to the parameters
can be computed using the standard BP algorithm.

C. Training skills

As shown in Algorithm 1, two learning-rate skills are
used in the training process. The first one is the learning-
rate matching (i.e. rMB = 1

arSDNN ). Since that FMNN is a
heterogeneous network, the errors in SDNN and MNN do not
match. The mismatch will cause MNN fall into the saturation
situation. This is observed in the experiments. When the
error directly back-propagates from SDNN to MNN, the
output of MNN will easy to be 1 or 0. This will lead to the
vanishment of error in the modulating network. To avoid this
problem, this skill is introduced. In practice, rSDNN = 0.1
and a = 10000 according to experience.
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Fig. 2. The overview of the region-based detection procedure.

The second one is the learning-rate adjusting skill which
is used in the iterations (step 2-6 in Algorithm 1). In order
to highlight the importance of hard samples, we introduce
the constraint. Based on the deep features, the most training
samples are classified rightly while a few hard samples that
are classified wrongly. If we adopt same learning rate, the
MNN will tend to remember the parameter pattern of the
samples classified rightly. In this way, MNN hardly predict
weights for the hard sample. In practice, β = 0.01.

IV. DETECTING BASED ON FMNN

Inspired by [13], [14], in this paper, our model is applied
in the region-based detection framework for pedestrian detec-
tion. Fig. 2 gives the overview of our region-based detection
procedure. At first, we employ the region proposal method
to propose some regions of interest (RoIs). Then, we extract
candidate proposals in accordance with the location of each
RoI. Since that the size of each RoI is not fixed, all candidate
proposals are resized to 160 × 48 pixels. At last, the fixed-
size candidate proposals are input into our feature modulation
model.

V. EXPERIMENTS

In this section, we firstly introduce the experiment setting.
And then, the effectiveness of the proposed method is
presented from two aspects by experiments.

A. Experiment setting

Source and target domains: In this paper, we adopt
the dataset proposed by [11] as the source domain, which
totally includes 30825 images with size 160× 64 including
12825 pedestrian and 18000 background images. And the
CUHKsquare [7] dataset, including training and test sub-
dataset, and TUDpedestrians [15] are taken as the target
domain.

Evaluation criterions: In the evaluation experiments, we
adopt the commonly used PASCAL rule. In addition, as done
in [16], we make the evaluation on TUPpedestrians through
drawing Precision versus Recall curves and calculating the
Area Under Curve (AUC) measure. According to previous
works [7], Detection Rate versus False Positive Per Image
(FPPI) is used as the evaluation metric on the CUHKsquare.

Model setting: In experiment, considering the compu-
tational efficiency and characteristics of pedestrian, we re-
spectively select the AlexNet [17] and the HOG [18] as the
feature extractor and pretreatment in our model. Meanwhile,
the structure parameters of FMNN are respectively set as
u1 = 160, u2 = 64, v1 = 10, v2 = 4, m1 = 3348,
m2 = 1500 and m = 256.

In the detection procedure, since our goal is to detect
pedestrians, we prefer to select ACF [19] as our region
proposal method other than class-agnostic methods, such as
PRN [20].

B. The experiment I

In the experiment, we present the experiment results com-
pared with the previous transfer methods. First, we present
the experimental results on CUHKsquare dataset. To prove
the effectiveness, 10 representative detection approaches are
taken as comparisons, namely CNNDAC [11], RCNN [13],
FAST-RCNN [14], FUOLF [6], TGSVM [7], AGPD [8],
CSCNN [10], ASVM [21], CDSVM [22] and CovBst [23].

These methods can be divided into 4 kinds. The first kind,
including [13] [14], is deep model based methods. [13] trans-
fer the deep features obtained by the well-trained deep CNN
to new detection task by fine-tuning on the new domain.
[14] is a faster version. The second kind, including [21]
[22] [23], is HOG feature based semi-supervised methods.
In order to transfer the detector, they require some manually
labeled target samples for training. Concretely, analyzes the
score distributions of the existing classifiers and transfers the
existing classifiers to the target domain by learning a delta
function. [22] adapts a pre-trained SVM by learning a new
decision boundary with almost no additional computational
cost. [23] shifts the selected features to the most discrimi-
native locations and scales, and selects the related samples
from source dataset by changing the weighting coefficients.
The third kind, including [6] [7] [8] [10], is unsupervised
methods. As introduced in Section 1, for transferring, they
absorb the information from target domain. The fourth kind,
including [11], is based on the idea of neural controlling,
which is similar to our work.

Fig. 3(a) and 3(b) show the ROC curves of the above
mentioned methods on CUHKsquare train and test sets
respectively. Our method obtains the second best result on
these two datasets. Except CNNDAC, our method is much
better than other comparisons. Meanwhile, it is very close
to the best comparison, i.e. CNNDAC. In Fig. 4, the first
and second row represent some typical detection result on
CUHKsquare train and CUHKsquare test respectively.

Second, we present the comparative experimental results
on TUDpedestrians dataset. For proving the effectiveness,
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Fig. 3. The detection results of MCNN and the comparison methods on the two datasets. (a) result on CUHKsquare train; (b) result on CUHKsquare
test; (c) result on TUDpedestrian.

we compare our method with 7 state-of-the-art detection
approaches, including CNNDAC [11], RCNN [13], FAST-
RCNN [14], StdRF-Regr [16], ADF-Regr [16], Hough
Forests(HF) [24] and DPM [18].

Among them, StdRF-Regr, ADF-Regr and HF are based
on the random forest framework. HF proposes a new object
representation which regards the object as a set of small
patches connected to a reference point. ADF-Regr and
StdRF-Regr train a joint model to simultaneously predict
the object probability and its aspect ratio. DPM is a part-
based multi-component model which achieves good results
on many datasets.

Fig. 3(c) gives ROC curves of the methods above. Sim-
ilarly, our method obtains the best result. The AUC of our
method is 90.4 that is same to CNNDAC. Compared with
the third best method ADF-Regr, there is an improvement of
1.7 in the AUC measure. Some typical detection results on
TUDpedestrians are represented in the third row of Fig. 4.

1

Fig. 4. Some typical detection result of FNMM on CUHKsquare train,
CUHKsquare test and TUDpedestrians

In conclusion, our method obtain competitive results on
the two target domains. In our opinion, the main reason is

that by modulating feature map weights, the harmful feature
maps are adaptively depressed while the helpful feature maps
are adaptively preserved. Therefore, the new deep features
are more suitable for the target detection task.

It is also noted that CNNDAC is slightly better than our
method. There are two reasons. 1) Compared with feature
modulation adopt by this paper, the classifier modulation
adopt by CNNDAC is more directly for task of classification.
2) CNNDAC introduces a new regularization to make the
dynamical classifier only sensitive to the hard samples.
Compared with the similar skill used in FMNN, i.e. learning-
rate controlling, it is a more natural way.

C. The experiment II

In this experiment, we present that the predicted weights
is dynamical. To prove the dynamicity, the predicted weights
of test samples from MITpedestrian dataset [25] are investi-
gated. For convenience of observation, we randomly select 8
example samples, denoted respectively by s1, s2, s3, s4, s5,
s6, s7, s8, as shown in Fig. 5. For clarity, we divide them
into 4 pairs as a = (s1, s2), b = (s3, s4), c = (s5, s6),
d = (s7, s8) and visualize the difference value of the
corresponding weights. As shown in Fig. 6, the predicted
weights indeed vary with the change of testing samples. This
indicates that the proprietary prediction is effective.

s1 s2 s3 s4 s5 s6 s7 s8

a b c d

Fig. 5. The 8 example samples from MIT dataset.

VI. CONCLUSION

In this paper, we propose a new modulated CNN architec-
ture for the problem of pedestrian detection based on domain
adaptation. The modulated CNN has a feature-map-weight
layer whose parameters are controlled by another modulating
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network. By the dynamical weight layer, the modulated CNN
can adaptively generate deep proprietary feature for every
detection candidate. The experiments show that our method
is effective. In addition, to be different from the most existing
methods, our method does not keep source samples and label
target samples. This property makes our method very suitable
for real applications.

Moreover, the model is a general transfer framework,
which can be directly extend to other tasks of computer
vision, for example the task of scenes segmentation. How
to extend the proposed network to different applications will
be the focus of our future work.
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