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Overview of Large Language Models in Robotics

▶ LLMs start combining with robotics.

▶ Challenges in robotics: hardware dependencies, data lacking.

▶ New paradigm: LLMs for defining robotic tasks.

Figure: How are LLM combined with robotics
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Recent Years LLM & Robots

Figure: The types of robot-llm tasks
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LLM motion planning histories(1)
1. SayCan Video Link

Figure: saycan

[1]
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https://say-can.github.io/img/demo_sequence_compressed.mp4
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LLM motion planning histories(2)
1. Code as Policies Video Link

Figure: code as policies
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https://code-as-policies.github.io/videos/3_min_explainer.mp4
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Why do we need Reward-based Design

▶ Previous methods only work on Pick and Place tasks

▶ Precise motion is also of high importance

▶ There is no way to code all operations in a hard way
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Tasks That Benefit From Reward(1)

Figure: Quadruped Robotics
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Tasks That Benefit From Reward(2)

Figure: Shadow Hands
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Language to Rewards
System Overview

▶ Reward Translator and Motion Controller.

▶ Interaction between user inputs, LLMs, and robot actions.
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Reward Translator
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Motion Descriptor
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Reward Coder
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Results

Figure
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Motion Controller

▶ We have the reward function from the LLMs

▶ We have the reward computational methods, and what we
need exactly is the behavior

▶ The approaches: RL, offline trajectory optimization, receding
horizon trajectory optimization(MPC)
▶ online methods
▶ requires lower computational power
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Show MJPC DEMO
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MPC Overview
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Basic Steps

1. MPC plans a sequence of optimized actions

2. robot carries out the actions

3. advance to the next step and then update the states
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Understanding Planners in MJPC(1)

▶ Predictive Sampling Planner:
▶ A zero-order, sampling-based predictive control method.
▶ Shooting method(Guess where the future will go, simulate and

decide, adjust according to observation)
▶ Simple, yet competitive with more elaborate derivative-based

algorithms.
▶ Better at exploring non-smooth optimization landscape
▶ Used for the Manipulation task
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Understanding Planners in MJPC(2)

▶ iLQG (Iterative Linear Quadratic Gaussian) Planner:
▶ iteratively updating the control policy based on linear

approximations of dynamics and cost
▶ Interweaves the local collocations with the shooting

mechanisms
▶ Produces smoother and more accurate actions
▶ Used for legged locomotion tasks
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Experimental Targets

▶ Test Tasks.
▶ Quadruped Robotics
▶ Dexterous Manipulator

▶ Goals
▶ Sufficient for diverse and complex robot motions?
▶ Is the extra motion descriptor effective?
▶ Can this method be applied to the real robot?
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Evaluation and Results

▶ Key findings and success rates.

▶ Ours, Reward Coder Only, Code as Policies
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Language to Rewards
Key Concepts

▶ Transforming language instructions into reward functions.

▶ Reward functions as flexible task representations.
▶ Components:

1. Reward Translator (based on LLMs)
2. Motion Controller (based on MuJoCo MPC)

▶ Result Video
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https://language-to-reward.github.io/videos/sim/apple_drawer.mp4
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Takeaways

▶ Language2Rewards stands as a unique method that applies
the reward in a real-time control environment

▶ The selection of method should be considered case by case
▶ MPC / RL / Offline Optimization
▶ Different Planners

▶ Large Language Model can well understand the user’s
intention and produce the code accordingly in robotics

24 / 26



Motivation Language 2 Rewards Model Predictive Control Experiment and Results Conclusion References

References I

[1] Michael Ahn et al. Do As I Can, Not As I Say: Grounding
Language in Robotic Affordances. Aug. 16, 2022. doi:
10.48550/arXiv.2204.01691. arXiv: 2204.01691 [cs].
url: http://arxiv.org/abs/2204.01691 (visited on
07/06/2023). preprint.

[2] Jacky Liang et al. Code as Policies: Language Model
Programs for Embodied Control. May 24, 2023. doi:
10.48550/arXiv.2209.07753. arXiv: 2209.07753 [cs].
url: http://arxiv.org/abs/2209.07753 (visited on
12/06/2023). preprint.

25 / 26

https://doi.org/10.48550/arXiv.2204.01691
https://arxiv.org/abs/2204.01691
http://arxiv.org/abs/2204.01691
https://doi.org/10.48550/arXiv.2209.07753
https://arxiv.org/abs/2209.07753
http://arxiv.org/abs/2209.07753


Motivation Language 2 Rewards Model Predictive Control Experiment and Results Conclusion References

References II

[3] Max Schwenzer et al. “Review on Model Predictive Control:
An Engineering Perspective”. In: The International Journal of
Advanced Manufacturing Technology 117.5 (Nov. 1, 2021),
pp. 1327–1349. issn: 1433-3015. doi:
10.1007/s00170-021-07682-3. url:
https://doi.org/10.1007/s00170-021-07682-3 (visited
on 12/20/2023).

[4] Wenhao Yu et al. “Language to Rewards for Robotic Skill
Synthesis”. In: ().

[5] Fanlong Zeng et al. Large Language Models for Robotics: A
Survey. Nov. 13, 2023. arXiv: 2311.07226 [cs]. url:
http://arxiv.org/abs/2311.07226 (visited on
11/30/2023). preprint.

26 / 26

https://doi.org/10.1007/s00170-021-07682-3
https://doi.org/10.1007/s00170-021-07682-3
https://arxiv.org/abs/2311.07226
http://arxiv.org/abs/2311.07226

	Motivation
	Language 2 Rewards
	Model Predictive Control
	Experiment and Results
	Conclusion
	References

