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Figure 2: Two different methods for fusing multimodal sensor data: On the left the fusion is done after preprocessing
each sensory data stream seperately; on the right the raw sensory data are fused.

Motivation

An extensive grounded robot memory is one of the most in-
teresting, important and challanging research topics in re-
cent years. Apart from many applications there are sev-
eral different learning approaches discussed in the scien-
tific community. The common point of all differing learn-
ing methods is their ability to modify or adjust data within
certain memory structures. Many learning methods adjust
parameters which directly influence the behaviour of the
executing algorithm but nevertheless these are at least task-
specific types of memory. Apart from this learning methods
an extensive memory system could be considered the most
central theme within the modern AI.

History of Intelligent Systems

In the history of AI scientists have taken one of the three
following approaches to build intelligent machines [1]:

1. The oldest approach is knowledge based. That means
that a program is directly written to solve a given prob-
lem or a certain class of problems. The knowledge how
to solve this problems is induced directly by the program-
mer within the source code.

2. The second approach is learning based: A task speciffic
learning method is applied to a set of training data. Pa-
rameters used by an algorithm are adapted in order to
achieve better results while processing test data.

3. The genetic search is the most recent approach. Here
one tries to find the best method to solve a problem us-
ing a biologically inspired mutation and survival of the
fittest method. In contrast to the privious learning-based
approach the algorithm itself could be modified.

It is noticeable that the developement of structures (no mat-
ter whether they are of algorithmic or parametric nature) is
shifted from the programmer to the artificial system. How-
ever, none of these approaches are capable of leading to
diverse cognitive capabilities like the brain. Furthermore, it
is noticeable that the first approach is still a promising one.
To give just one prominent example the Loebner price for
solving the Turing test was given to Jason Hutchins in 1996
who did not use any AI techniques at all.
The fact that all these approaches are only suitable to solve
speciffic problems points to the need for a more general ap-
proach which can be used for more unspecified tasks. If we
assume that this approach is learning based it leads to au-
tonomous mental developement (see [1] for a definition).

Figure 1: Our mobile service robot TASER.

Modeling requires Multisensor Fusion

The generation of an environment model out of sensor data
is a nontrivial task since sensor calibration and measure-
ments are susceptible to errors. In addition, the observed
objects may be occluded and therefore not detectable by all
sensors. We argue that this uncertainty about the environ-
ment decreases when different sensor-modalities with di-
verse qualities are combined. The advantages of the differ-
ent sensors can complement one another using appropriate
fusing methods.
The profit from combining the input of the different sensory
systems is not only that each modality provides informa-
tion about different aspects of the world but also because
the different senses can jointly encode particular aspects of
events, e.g. the location or meaning of an event. Our mo-
bile service robot TASER offers a wide variety of sensor
modalities. They are listed in figure 1.
Sensor fusion could be achieved at different levels of pro-
cessing. The lowest level is considered to be at the stage
of raw sensory data. The fusion of abstract object properi-
ties (or environmental situations) can be considered as high
level integration of sensor data. This two variants are illus-
trated in figure 2.

Advagtages of Late Multimodal Integration
An advantage of the second approach is that several pre-
processing methods for single sensor data streams are
available or already build in hardware. Furthermore,
computational costs can be ballanced in order to focus
resources on modalities which seem to be most important
for the currently processed application. The complexity
of preprocessing sensor data could be reduced by dev-
iding the combined multimodal data stream into distinct
ones.

Disadvagtages of Late Multimodal Integration
One and the same event in the real world could cause al-
most unlimited sensory patterns. Thus the raw sensory
data are fraught with ambiguities which are hard to be
solved without contextual information. Furthermore the
accuired data could contain noise and distorted informa-
tion. To filter out this clutter and to solve the ambigui-
ties one could use information coded within other sensor-
modalities at a very early stage of computation. In turn
this could save computational and memory resources.

The Biological Archetype

The human brain has the most complex, diverse and highly
integrated capabilities in building and retrieving memory
representations. Recent results of neuro-psychological in-
vestigations show that the integration of different modali-
ties is done at a very early stage e.g. within the first 150ms.
Due to the fact that evolution has evolved the most powerful
algorithm over millions of years we try to understand and
adapt its underlying mechanisms.

Hierarchical Framework of Functional Realis-
tic Neurons

In [2] it was shown that a multiple-stage framework of neu-
rons with unsupervised local learning rule is capable of
learning high-level structures e.g. the position and loca-
tion of an autonomous robot. They used a single front view
camera as sensor modality.
An outline of our intended work is given by the following
points:

•The same mechanisms will be applied to different
types of sensors (e.g. laser range scanners) to show that
simple neural mechanisms are capable of learning struc-
tures in arbitrary real world sensor data.

•The next step is to apply this network to different
sensor modalities simultaneously. The different modal-
ities will be fed into the network at different hierarchical
stages.

•We want to investigate whether there is a benefit of
integrated processing compared to independent process-
ing and subsequent computational fusion methods (e.g.
Kalmann Filter, Hidden Markov Model).

• Finally, we will compare results of the integration of
multimodal data at different hierarchical stages within the
network.
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